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ABSTRACT

Several recent studies utilizing different helioseismic methods have confirmed the presence of large-

scale vorticity waves known as solar Rossby waves within the Sun. Rossby waves are distinct from

acoustic waves, typically with longer periods and lifetimes; and their general properties, even if only

measured at the surface, may be used to infer properties of the deeper convection zone, such as the

turbulent viscosity and entropy gradients which are otherwise difficult to observe. In this study, we

utilize 12 years of inverted subsurface velocity fields derived from the SDO/HMI’s time–distance and

ring-diagram pipelines to investigate the propoerty of the solar equatorial Rossby waves. By covering

the maximum and the decline phases of Solar Cycle 24, these datasets enable a systematic analysis of

any potential cycle dependence of these waves. Our analysis provides evidence of a correlation between

the average power of equatorial Rossby waves and the solar cycle, with stronger Rossby waves during

the solar maximum and weaker waves during the minimum. Our result also shows that the frequency of

the Rossby waves is lower during the magnetic active years, implying a larger retrograde drift relative

to the solar rotation. Although the underlying mechanism that enhances the Rossby wave power and

lowers its frequency during the cycle maximum is not immediately known, this observation has the

potential to provide new insights into the interaction of large-scale flows with the solar cycle.

Keywords: Solar physics, Helioseismology, Solar oscillations, Solar cycle

1. INTRODUCTION

Rossby waves are commonly understood as plane-

tary waves that arise in a planet’s rotating atmosphere

(Rossby 1939). On global scales, particle motions are

subject to the pressure gradient force and the Coriolis

force with the latter increasing with latitude. This cre-

ates spiral trajectories leading to large scale cells of vor-

ticity that slowly propagate retrograde (Hoskins et al.

1985; Dikpati et al. 2020). Rossby waves are predicted

by theory in rotating stellar atmospheres (Papaloizou

& Pringle 1978; Provost et al. 1981; Saio 1982; Dziem-

bowski & Kosovichev 1987) as well as in the solar atmo-

sphere (Wolff & Blizard 1986). Solar Rossby waves, also

known as r modes or inertial waves, cover a wide range of

different types of waves that tend to have a characteristic

angular frequency on the order of the solar rotation rate

Ω (Greenspan 1972). Early observations of these types

of waves were made using estimations from line-of-sight

Doppler observations (Ulrich 2001) and periodic varia-

tions of the solar radius (Sturrock et al. 2015). Later,

McIntosh et al. (2017) reported a Rossby wavelike mo-

tion of magnetic bright points in the Sun’s corona.

Direct observations, measuring the radial component

of the vorticity ζ, were only achieved recently (Löptien

et al. 2018) using both the local correlation tracking

method (November & Simon 1988) and the ring-diagram

helioseismology method (Hill 1988). These observations

described sectoral Rossby waves trapped in low-latitude

regions. Two-dimensional dispersion relation ωℓm of

such waves can be derived by approximating the increase

of the Coriolis force with latitude as linear and employ-

ing a shallow surface approximation (Vallis & Maltrud

1993), yielding

ωℓm ≈ − 2mΩ

ℓ(ℓ+ 1)

ℓ=m
= − 2Ω

m+ 1
, (1)

where harmonic degree ℓ equal to azimuthal degree m

limits the equation to only sectoral modes. Later, more

studies using different techniques confirmed this obser-

vation and revealed more details about the nature of the

equatorial Rossby waves (Liang et al. 2019; Hanasoge

& Mandal 2019; Proxauf 2021). Other types of inertial

waves have been discovered and discussed as well (Gizon

et al. 2021; Hanson et al. 2022).

Although Liang et al. (2019) demonstrated the capa-

bility of the time-distance helioseismology (Duvall et al.
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1993) to reveal equatorial Rossby waves, the study relied

directly on travel-time measurements τ . In this work,

we further demonstrate how subsurface flow fields v,

the inverted data product of τ (Zhao et al. 2012), reveal

Rossby wave signatures with higher spatial and tempo-

ral resolutions (compared to direct τ measurements).

While by now, global properties of equatorial Rossby

waves are well identified, their interactions with mech-

anisms that act on the Sun of similar scales, such as

large-scale flows or magnetic fields, are not. Rossby

waves are thought to be excited within the convection

zone, either within the tachocline or at supergranular

depths (Dikpati et al. 2022), but their coupling with

the solar dynamo, magnetic fields or flows are still un-

known, although some coupling must happen directly

or indirectly on some scales. In fact, Liang et al. (2019)

already hinted at a possible connection between Rossby

wave amplitudes and the progression of the solar cy-

cle. In this study, we will investigate this connection in

greater detail. The subsurface flow fields v are available

for the period of 2010 - 2022, covering both the activity

maximum and the declining phase of Cycle 24, allow-

ing us to study the time dependence of the equatorial

Rossby waves.

This Letter is organized as follows: we describe our

data-analysis procedure in Section 2, present our results

on signatures of the equatorial Rossby waves and their

dependence on the solar cycle in Section 3, and discuss

these results and give our conclusions in Section 4.

2. DATA ANALYSIS

2.1. Subsurface Flow Fields

The velocity fields v used in this study are obtained

from the time-distance helioseismology pipeline (Zhao

et al. 2012) for Helioseismic and Magnetic Imager on-

board Solar Dynamics Observatory (SDO/HMI; Scher-

rer et al. 2012; Schou et al. 2012), with a duration of

around 12 years. The computation of v can be sum-

marized as measuring τ through fitting cross-covariance

functions that are calculated from tracked, remapped,

and filtered Dopplergrams. Afterwards, travel-time dif-

ferences are inverted for subsurface flow maps v, using

ray-path approximation kernels (Kosovichev 1996; Zhao

et al. 2001). The flow fields cover a horizontal range of

120◦ × 120◦ in 1026 × 1026 pixel2 and span the depth

from surface down to around 20Mm, with a temporal

cadence of 8 hours. We only use the shallowest layer,

i.e., 0 - 1Mm, of the flow fields in this study.

Additionally, we prepare a set of ring-diagram helio-

seismology data, similarly obtained from the SDO/HMI

data analysis pipeline (Bogart et al. 2011) as a control

sample. This dataset provides subsurface velocities dur-

ing the same period as the time-distance data, but with

a broader spatial sampling of 7.5◦ pixel−1 (derived from

15◦ × 15◦ tiles) and a larger temporal candence of 1/24

of a synodic rotation (≈ 27.25 hr).

2.2. Vorticity and Rossby waves

Vortex-like patterns in the Sun can be identified by

calculating the radial component of the vorticity ζ,

which is defined as (Krishnamurthy 2019):

ζ = r̂ · ∇ × v =
1

r

(
∂vφ
∂θ

− 1

sin θ

∂vθ
∂φ

+ vφ cot θ

)
, (2)

where r̂ is a unit vector pointing in the radial direc-

tion, r is the radius, φ the longitude, θ the latitude, and

vφ, vθ the respective velocities. Once ζ is calculated, it

is smoothed with a two-dimensional Gaussian function,

with a standard deviation of σ = 7◦, to remove small-

scale features. Little Rossby wave power is expected

beyond the Sun’s mid-latitudes, we therefore limit the

latitudinal extent of ζ to θ ∈ [−20◦, 20◦]. An example

snapshot of ζ, which is used in our follow-up analysis, is

shown in Figure 1a.

Since Equation 1 is given as a function of Ω, we track

ζ using the synodic rate Ω/2π = 421.41 nHz. Stacking ζ

with time t, as shown for θ = 0◦ in Figure 1b, shows the

tracking procedure and highlights slowly moving vortic-

ity patterns, for which the most dominant longitudinal

wavenumber is around m = 8. This vorticity pattern

can be easily identified as a Rossby wave by computing

cross-covariances as a function of both longitude sepa-

ration and time delay (Figure 1c). This time-distance

diagram of the Rossby wave shows clearly a retrograde

phase speed and prograde group speed that is similar to

the phase speed in magnitude. When plugging m = 8

into Equation 1, a phase-speed of vp = 0.36◦ day−1 is

obtained, and this is similar to the retrograde moving

phase pattern seen in Figure 1c, propagating at roughly

vp = 0.33◦ day−1.

2.3. Decomposition

Identifying equatorial Rossby waves can be done by

calculating cross-covariances as demonstrated in Fig-

ure 1c, it is however convenient to transform the data

into Fourier domain and express wave properties us-

ing the azimuthal degree m and the temporal frequency

ν = ω/2π. Thereby, ζ(θ, φ) is decomposed into spherical

harmonics Yℓ,m yielding

ζ̃ℓ,m =
∑
θ,φ

ζ(θ, φ)Y ∗
ℓ,m(θ, φ) sin θ . (3)

To avoid side-lobe patterns as much as possible, we ap-

ply spatial Hann taper-windows (Blackman & Tukey
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Figure 1. Vorticity patterns on the solar surface. (a): Vorticity ζ for an arbitrary point in time (after smoothing) as a
function of longitude and latitude. (b): Vorticity tracked and stacked at θ = 0◦ for 1 year. Since subsurface flows are limited
to ϕ ∈ [120◦, 240◦], the stack plot contains large horizontal gaps of 240◦. The color scale is identical to that in panel a. (c):
Cross-covariance computed for ζ averaged over a solar rotation as a function of time and longitude separation. The color scale
is arbitrary and dimensionless.

1958) to ζ(θ, φ). Afterwards, the power is calculated

as

pℓ,m(ν) =

∣∣∣∣∣∑
t

ζ̃ℓ,m(t) exp (i 2πνt)

∣∣∣∣∣
2

, (4)

whereas we limit ourselves to sectoral modes with ℓ = m

in the following, due to non-sectoral modes being sur-

pressed (Wolff 1998; Yoshida & Lee 2000) in the Sun.

Only a fraction of the solar surface is covered in ζ, lead-

ing to large gaps in the tracked ζ(θ, φ, t). When cal-

culating pℓ=m,m(ν) = pm(ν), these gaps will manifest

as power leaking from the sectoral modes (m, ν) into k-

order side-lobes (m± k, ν ∓ kΩ/2π) with integer k (see

Liang et al. 2019, for an in-depth explanation). As a

consequence, the power spectrum is limited to approx-

imately ν ∈ [−300, 50] nHz, even though a cadence of

8 hours allows a much larger frequency range. Because

of this, after tracking ζ, we average 15 timesteps corre-

sponding to 5 days, reducing the cadence from 8 hours

to 5 days, which also significantly decreases the noise

level in ζ and thus in pm(ν).

3. RESULTS

3.1. Detection of Rossby Waves

Power contained in a sectoral Rossby wave with the

azimuthal oder m is given as the amplitude of pm(ν).

This is shown in Figure 2a, where a ridge can be

seen that follows approxiamtely the dispersion relation

given in Equation 1. The exact frequency locations

νℓ=m,m = νm are then determined for each m using a

weighted average:

ν̄(ν0) =
1

Nν

∑
ν

pm(ν)L(ν0, γ, ν) , (5)

νm = max [ν̄(ν0)] , (6)

where Nν is the amount of data points and L(ν0, γ, ν)

is Lorentzian kernels centered at ν = ν0 with the width

γ = 25nHz. Errorbars σν are derived from the statisti-

cal variance

σ2
ν =

1

Nν

∑
ν

(ν − µ)2 , (7)

µ =

∑
ν [νmL(ν0 = νm)]∑

ν L(ν0 = νm)
. (8)

As mentioned, the m = 8 mode is dominant on the Sun.

For display purpose, for each m the power spectrum

is divided by the average power in the aforementioned

ν ∈ [−300, 50] nHz interval.

To gauge the performance of the time-distance flow

fields, a comparison with selected previous studies is

shown in Figure 1b. Qualitatively, the results agree

with each other, although the resulting dispersion rela-

tion derived here appears noisier. The similar behavior

can be seen in the dispersion relation we calculated from

the ring-diagram velocities (Figure 2c). It is likely that

a difference in the determination of νm causes such a

discrepancy (Note that weighted averages are used here

while Lorentzian fitting was used in the previous studies
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Figure 2. Estimates of pm(ω) and νm using time-distance (TD) and ring diagram (RD) helioseismic data. (a): normalized
power pm(ω) with νm overplotted for TD data (magenta dots). Theoretical dispersion relation (Eq. 1) is shown as a black
dashed curve. (b): Comparison of νm from this study with those from selected studies. Errorbars for those studies are not
shown for display purposes. (c): Results for νm using TD data (blue dots connected by line) versus using RD data (orange
dots). (d): Theoretical curves of different possible power sources in the ν ∈ [−300, 50] nHz interval (dispersion relations are
taken from Bekki et al. 2022a). The brown, dash dotted curve denotes the n = 1 Rossby wave dispersion relation, while the
cyan line shows the (k = 1-order sidelobe) symmetric convective mode.

by Löptien et al. 2018; Liang et al. 2019; Proxauf 2021).

Nevertheless, all studies show a shift away from the the-

oretical dispersion relation toward larger ν. While ap-

proximations used to derive Equation 1 may result in an

underestimate of the true dispersion relation, physical

causes may be at play. Possible candidates, as modeled

by Bekki et al. (2022a,b) and shown in Figure 2d, in-

clude the higher radial order (n = 1) Rossby wave, as

well as a hypothetical dispersion relation of solar colum-

nar thermal modes, labeled in the figure as symmetric

convective modes with ℓ = m. Note that the latter is ex-

pected to appear in the prograde ν-range, although the

k = 1-order sidelobe would exhibit similar frequencies

to those given in Equation 1.

Although not shown here, the |m| = ℓ−1 spectrum, a

weak and noisy but nevertheless significant power ridge

is seen at frequencies similar to those reported in Hanson

et al. (2022). No considerable power is found for |m| <
ℓ− 1.

3.2. Variations of Rossby Waves with the Solar Cycle

Despite the increase of uncertainties in the frequency

determination, two years of data are sufficient to ade-

quately resolve sectoral Rossby waves in pm(ν) spectra.

Thus, the 12 years of data used here are divided into

segments of two years. This would result in a total of

six data points, which is then increased to 11 by allowing

a one year overlap between the segments.

3.2.1. Wave Power

After performing the same procedure demonstrated in

Sections 2.2 & 2.3 to obtain νm for each segment, the

power in νm±νavg is averaged with νavg = 20nHz for all

the m ∈ [3, 16]. This results in a time dependent power

curve, shown in Figure 3a.
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Figure 3. Average Rossby wave power as a function of time. Each data point in both top panels represents the average
power extracted from a two-year segment with one year overlapping between neighbouring data points. (a): Comparison of
average wave power, derived from the TD data, with the monthly smoothed sunspot number (SSN, normalized to fit the scale).
Annotations (c) and (d) indicate the respective powers that are extracted from the power spectra shown in panels c and d. The
value corr. denotes the sample correlation coefficient between the wave power and the SSN. (b): Same as panel a but for the
RD data. Note the difference in the vertical scale. (c): Power spectrum pm(ν) during the cycle maximum in 2014. Blue lines
located at νm ± νavg indicate the frequencies between which power is averaged to calculate a data point in panel a. (d): Same
as panel c but for the power minimum (not cycle minimum) in 2017.

Errorbars are estimated using a mathematical proce-

dure: Assuming that the power pm(ν) is estimated by

the periodogram as in Eq. 4, its variance adheres to a χ2
2

distribution with var = 4pm(ν)2. Apodizing the time-

series ζ̂(t) and averaging pm(ν) over Nm and Nν data

points reduce the error σp to (Priestley 1981):

σ2
p =

4λ2

NmNν
p2 , (9)

where λ ≈ 0.86 accounts for the effect of apodizing the

data (using a Hann window) and p is the average power.

Overplotting the monthly smoothed sunspot number

(SSN, data from WDC-SILSO 2010-2022) on the Rossby

wave power reveals a high correlation between the two,

with the Rossby wave power showing its peak near 2014

during the solar activity maximum. Time-distance he-

lioseismic data products are known to be strongly af-

fected by surface magnetic fields (Mahajan et al. 2023),

such that it can be argued that the subsurface flow fields

used in this work are affected by surface magnetic field,

causing this cycle-dependent power variations in Rossby

waves. Using ring-diagram helioseismic data, which are

presumably less affected by the surface magnetic field, a

similar correlation with the solar cycle can still be seen

(Figure 3b). Although systematic effects due to surface

magnetism can not be easily outruled, it is likely that

Rossby wave power does show a solar cycle dependence.

The wave power computed from the RD data is roughly

2 times stronger than the TD data result. This discrep-

ancy stems from the treatment of the velocity data, since

RD data is limited to 15◦ tiles, while the TD velocities

are smoothed using a Gaussian, resulting in slightly dif-

ferent values. Even small differences between velocity

amplitudes propagate through calculations and get am-

plified in the final estimation of power (in Eq. 4). Panels
c and d of Figure 3 show the two-year segment power

spectra pm(ν) during the solar maximum (2013 - 2015)

and minimum years (2016 - 2018), respectively.

3.2.2. Frequency Location

Aside from the variation in power of the Rossby waves,

it appears that both the noise level and the frequency

locations νm of the waves vary with time. Qualitatively,

this can be seen in Figure 3c and 3d. In the case of

νm, performing an average is not straightforward, so we

tackle this in two ways. First, we increase the total

duration of each segment to four years, thereby increas-

ing the amount of overlap between each segment to two

years (reducing the number of data points to 9). Sec-

ond, an average frequency deviation ∆ν can be defined
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as the variation of νm from a reference νrefm with

∆ν =
1

Nm

∑
m

(
νm − νrefm

)
, (10)

where we use the νm derived from the full 12 year power

spectrum (as shown in Figure 2) as the reference νrefm .

The time-dependent curves of νm and ∆ν are plotted in

Figure 4.

For both Figure 4a and 4b, a general trend towards

larger ν as the cycle declines can be seen, although larger

m appear to retain large ν while medium m recede to

lower ν again. This general trend can be seen in Fig-

ure 4c where the average ∆ν shows an increase as the

cycle declines for both results from the TD and RD data.

Overall, the behavior of ∆ν demonstrates that Rossby

waves tend to propagate retrograde with a faster speed

during the solar activity maximum.

3.2.3. Latitudinal Dependency

With Rossby wave power showing amplification (or

suppression) and the phase speed exhibiting (de-) ac-

celeration during the progression of the solar cycle, it

remains unclear whether such effects are caused by the

configuration of the global magnetic field, or by modifi-

cations of local effects due to solar activity. A possible

analysis to reveal any local effects is to further divide

the data into latitudinal segments to spatially resolve

the waves’ power distribution. We define segments of

20◦ in size ranging from θ ∈ [−60◦, 60◦] with 10◦ of over-

lapping between neighboring segments (resulting in 11

data points in latitudinal direction). At high latitudes,

the differential rotation of the Sun becomes significant

and the tracking rate Ω must be modified (Hanson et al.

2022) using:

Ω′ = Ω−
[
54.39 sin2(θ) + 75.44 sin4(θ)

]
2π nHz , (11)

where we use the mid-latitude for θ for each segment. It

must be noted that, by using a modified tracking rate Ω′,

the dispersion relation Equation 1 also changes. A sim-

ple approach to account for this is to average the entire

spectrum pm(ν) over ν for a single m, as the resulting

average power does not depend on any frequency shifts

introduced by a different tracking rate Ω′. The resulting

latitude-time diagrams are shown in Figure 5 for m = 8

and m = 14.

Since Rossby waves are expected to be confined near

the equator, almost no power is found at latitudes

θ > 20◦. While the trend of solar-cycle dependence

can be seen in these plots, no strong latitudinal depen-

dence is found. For m = 8, the southern hemisphere

contains slightly more power, which may coincide with

more magnetic activity occurring in the south during

Cycle 24, but this is not significant.

4. DISCUSSION & CONCLUSION

Following a data-analysis process similar to previous

authors (Löptien et al. 2018; Liang et al. 2019; Proxauf

2021; Gizon et al. 2021; Hanson et al. 2022) but using

different types of data, we demonstrate the capability of

time-distance subsurface flow fields of investigating the

nature of the solar equatorial Rossby waves. The long-

term behavior of Rossby wave power is well correlated

with solar activity (Figure 3), and both time-distance

and ring-diagram data show that the Rossby wave power

is stronger during the Sun’s magetic active phase and

weaker during the quiet period.

What causes the Rossby waves to be stronger in the

magnetic active phase? Excitation of the equatorial

Rossby waves is not conclusively understood, although

it is suspected that inverse cascading from supergranu-

lar energy is the main driving mechanism (Dikpati et al.

2022). Supergranular energy being modified during the

solar cycle could therefore serve as a mechanism of equa-

torial Rossby wave enhancement. It would be of interest

to investigate such a dynamic in a suitable 3D simula-

tion using, e.g., Rayleigh code (Featherstone & Hindman

2016).

Although we cannot fully exclude the possibility that

the increase of Rossby wave power with magnetic activ-

ity is caused by systematic effects in the velocity mea-

surements, a decrease in ∆ν (Figure 4c) supports the

otherwise. Active regions on the solar surface are known

to move slightly faster due to their anchorage in deeper

faster rotating layers (Snodgrass 1983). If the Rossby

wave power presented here is coupled to systematic ef-

fects stemming from surface magnetism, it would also

be expected an increased prograde speed for the same

Rossby waves during increased solar activity. However,

as presented, we find the opposite.
The equatorial Rossby waves show a trend of increased

retrograde speed during the cycle maximum, although

the trend is not consistent across all m: Frequency de-

viations found in ∆ν (Figure 4c) exhibit a strong anti-

correlation, which weakens considerably for m = 8, po-

tentially due to a phase-shift between ν8 (Figure 4a) and

the cycle activity. Such a behavior can be explained by

the interaction of Rossby waves with magnetic fields.

Magnetic Rossby waves split onto a fast and a slow

branch, with the former showing more retrograde fre-

quencies as the strength of the solar toroidal field grows

(Dikpati et al. 2020). Slow branch magnetic Rossby

waves are expected to exhibit slow, prograde frequen-

cies during cycle maximum, which we do not find in

pm(ν). Another conceivable origin could be torsional

oscillations. While a cycle dependency of the torsional

oscillations shows frequency variations of less than 1 nHz
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Figure 5. Rossby power as a function of time and mid-latitude. Each latitudinal segment is 20◦ in size and has a 10◦

overlap with neighbouring segments. (a): Power average for m = 8. (b): Further average over time, indicating the mean power
distribution per latitudinal segment. (c): Same as panel a but for m = 14. (d): Same as panel b but for m = 14.

(Fournier et al. 2022), it must be considered that the

latitudinal range selection of θ ∈ [−20◦,+20◦] may in-

troduce a time dependency through truncating the solar

activity belt: During the later stages of the cycle, active

regions are more likely to be found within the latitudes

of θ ∈ [−20◦,+20◦], resulting in a plasma acceleration

toward the end of the cycle (Howe 2009). Translating

∆ν found in Figure 4 into phase-speed, we find an aver-

age deviation of ∆vp ≈ 11 m s−1 (for m = 8). The zonal

flow component introduced by a migrating activity belt

has an amplitude of roughly 5 m s−1, which is slower

than ∆vp but of the similar order of magnitude.

The latitudinal dependency (Figure 5) has the poten-

tial to show power enhancement for either the northern

or southern hemisphere, although the resolution of the

average power is poor. In fact, the southern hemisphere

shows slightly more power around the solar maximum in

2014. For m = 8 the local power increase is significant

enough to cause a weak power inequality between both

hemispheres that persists throughout the cycle progres-

sion (Figure 5b). Such an inequality may indicate that

the coupling of the Rossby wave power happens locally,

e.g., in this case to the southern portion of the interior

toroidal field.

In conclusion, we demonstrate a Rossby wave power

variation that follows the progression of the solar cycle,

using time–distance and ring-diagram subsurface flow

data. The average frequency deviation ∆ν of the equa-

torial Rossby modes show a tendency toward faster ret-

rograde motion during the solar cycle maximum, demon-
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strating the coupling between equatorial Rossby waves

and solar cycles. In turn, theoretical studies regard-

ing the underlying mechanism of this coupling process

can enable new techniques using Rossby wave parame-

ter measurements to learn about, e.g., the deep magnetic

field.
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tract. We thank M. Dikpati and S. P. Rajaguru for re-

viewing the manuscript as well as other colleagues from

the Stanford solar group for helpful discussion.
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